
Deriving Acquisition Principles

from Tutoring Principles

Jihie Kim and Yolanda Gil

Information Sciences Institute, University of Southern California
4676 Admiralty Way, Marina del Rey, CA 90292, U.S.A.

fjihie, gilg@isi.edu

In Proceedings of the Intelligent Tutoring Systems Conference (ITS-2002), Biarritz, France, June 5{7, 2002.

Abstract. This paper describes our analysis of the literature on tutorial
dialogues and presents a compilation of useful principles that students
and teachers typically follow in making tutoring interactions successful.
The compilation is done in the context of making use of those principles
in building knowledge acquisition interfaces since acquisition interfaces
can be seen as students acquiring knowledge from the user. We plan to
use these ideas in our future work to develop more proactive and e�ective
acquisition interfaces.

1 Introduction

Transferring knowledge from humans to computers has proven to be an ex-
tremely challenging task. Over the last two decades, an array of approaches to
interactive knowledge acquisition have been proposed. Some tools accept rules
and check them against other existing rules [13, 22]. Some tools acquire knowl-
edge suitable for speci�c tasks and problem solving strategies [29]. Other tools
focus on detecting errors in the knowledge speci�ed by the user [21, 23, 31]. Some
systems use a variety of elicitation techniques to acquire descriptive knowledge
[18, 35] often in semi-formal forms. There are some isolated reports of users with
no formal background in computer science that are now able to use acquisition
tools to build sizeable knowledge bases [24, 14, 10]. However, the majority of the
burden of the acquisition task still remains with the user. Users have to decide
what, how, and when to teach the system. Current acquisition tools do not take
the kind of initiative and collaborative attitude that one would expect of a good
student, mostly reacting to the user's actions instead of being proactive learners.

We set o� to investigate how the dynamics of tutor-student interactions could
be used to make acquisition tools better students to further support users in their
role of tutors of computers. Given the success in deploying educational systems
in schools and their reported e�ectiveness in raising student grades [26], we ex-
pected the tutoring literature to have useful principles that we could exploit.
Another strength of tutoring work is that it is typically motivated by exten-
sive analysis of human tutorial dialogues [17], which the knowledge acquisition
literature lacks.

This paper describes our analysis of the literature on tutorial dialogues and
presents a compilation of useful principles that students and teachers follow in
making tutoring interactions successful and that could be useful in the context



of interactive acquisition tools. We plan to use these ideas in our future work to
develop more proactive acquisition interfaces.

The paper begins with a discussion of the similarities and di�erences between
instructional systems (educational software and human tutoring) and interactive
acquisition tools. We then present fourteen learning principles that we believe
can be immediately incorporated into our current tools. Finally, we describe how
acquisition interfaces can interact with users using these principles.

2 Tutorial Dialogues in Instructional Systems and in

Interactive Knowledge Acquisition

In instructional systems (both educational software and intelligent tutoring sys-
tems), the tutor's role is to help the user (student) achieve some degree of pro�-
ciency in a certain topic (the lesson). In interactive acquisition interfaces, these
roles are reversed. Acquisition tools can be seen as students learning new knowl-
edge from the user (teacher) and they should be able to use some of the strategies
that good learners pursue during a tutoring dialogue. Ideally, it should also be
able to supplement the user's skills as a teacher by helping the user pursue ef-
fective tutoring techniques. This would help the user teach the material better
and faster to the system, as well as delegate some of the tutor functions over to
the system.

In essence, we are trying to investigate what it takes to create a good student,
while most ITS work has focused on creating good teachers. We believe that the
work in educational systems and acquisition systems share a lot of issues and
they may be able to contribute to each other in many ways. In fact there has been
work that bridges these two communities. For example, there have been recent
interests in acquiring knowledge for intelligent tutoring systems [34]. We think
that technology built by the knowledge acquisition community will be useful for
building tools to help users develop the knowledge and models used in ITS.

There are some issues that interactive acquisition interfaces will not face.
Human students in need of tutoring often have a lack of motivation that the
instructional system has to address [28]. Instructional systems need to use special
tactics to promote deep learning, such as giving incremental hints instead of
showing the student the correct answers. Finally, our student will not be subject
to the cognitive limitations of a typical human student, and can exploit memory
and computational skills that would be exceptional (if not infrequent) for human
students.

3 Principles in Teaching and Learning

We have been investigating various tutoring principles1 used by human tutors
and educational software [16, 41, 17]. Although human tutors provide more 
exi-
1 In the tutoring literature these are often referred to as tutoring strategies. We prefer
to refer to them as tutoring principles, since we found that they can be implemented
as goals, strategies, or plans during the dialogue, or simply be taken into account in
the design of the interaction.



ble support, the tutoring principles supported by educational software are often
inspired by human tutors [33] and we derive learning principles from both. Ta-
ble 1 shows a summary of the principles that we found useful. The rest of this
section describes these principles and discusses how they could be adopted in ac-
quisition systems. More details on how current acquisition techniques are related
to these principles are described in [20].

Instructional systems contain other components such as student models and
domain models, but here we are focusing on tutoring principles and leave user
modeling as future work.

Teaching/Learning principle Tutoring literature

Introduce lesson topics and goals Atlas-Andes, Meno-Tutor, Human tutorial dialog
human learning

Use topics of the lesson as a guide BE&E, UMFE
Subsumption to existing cognitive structure human learning, WHY, Atlas-Andes
Immediate feedback SOPHIE, Auto-Tutor, LISP tutor

Human tutorial dialog, human learning
Generate educated guesses Human tutorial dialog, QUADRATIC, PACT
Keep on track GUIDON, SCHOLAR, TRAIN-Tutor
Indicate lack of understanding Human tutorial dialog, WHY
Detect and �x \buggy" knowledge SCHOLAR, Meno-Tutor, WHY, Buggy, CIRCSIM

human learning
Learn deep models PACT, Atlas-Andes
Learn domain language Atlas-Andes, Meno-Tutor
Keep track of correct answers Atlas-Andes
Prioritize learning tasks WHY
Limit the nesting of the lesson to a handful Atlas
Summarize what was learned EXCHECK, TRAIN-Tutor, Meno-Tutor
Assess learned knowledge WEST, Human tutorial dialog

Table 1. Some Tutoring and Learning Principles

References: Atlas [40], Atlas-Andes[37], BE&E [12], Buggy [6], CIRCSIM-tutor [44],
EXCHECK [30], GUIDON [9], Human tutorial dialog [17], human learning [33, 19, 27,
3, 11, 15], LISP Tutor [2], Meno-Tutor [43], PACT [1], QUADRATIC [36], SCHOLAR
[8], SOPHIE [5], TRAIN-Tutor [42], UMFE [38], WEST [7], WHY [39].

{ Introduce lesson topics and goals

In the beginning of the lesson, tutors often outline the topics to be learned
during the session and try to assess the student's prior knowledge on these
topics. For example, the advance organizer approach [3] lets the student see
the big picture of what is to be learned and provides what the tutor's ar-
gument will be in order to bridge the gap between what the student may
already know and what the student should learn. In educational systems,
such as Meno-Tutor [43], as the tutor introduces general topics it asks ex-
ploratory questions in order to assess the student's prior knowledge. In fact,
there are similar �ndings in teacher-student dialogs. Teachers often let stu-
dents express how good or bad they are at given topic [17].

Adopting the above tutoring principle, acquisition tools should start their
dialogue by asking for the topic of the current lesson and establish assumed
prior knowledge. The topic of the lesson could be given as a set of terms to
be de�ned, or a set of test problems that the system should be able to solve



at the end of the lesson. Once the user speci�es the topic, the system may
assist the user to assess the current knowledge base in terms of the topic and
bring up possibly relevant background knowledge. Missing prior knowledge
can prompt a sub-dialogue for a background lesson.

{ Use topics of the lesson as a guide

In planning tutorial dialogues, instructional systems check what is being
learned against the topics of the lesson [12] and try to avoid unfocused dia-
logue and digressions. In the process of learning, the terms brought up during
the lesson are connected to the concepts learned [38].

As in instructional systems, acquisition tools can use the topics of the lesson
in checking how much progress the user made in building the knowledge base
and in relating the terms introduced in the session to those topics.

{ Subsumption to existing cognitive structure

The subsumption theory by Ausubel [3] emphasizes that learning new mate-
rial involves relating it to relevant ideas in the existing cognitive structure.
The integration of new material with previous information can be done by
analogies, generalizations and checking consistency. Through analogy, novel
situations and problems can be understood in terms of familiar ones [19].
E�ective human tutors ask for similarities and di�erences for similar cases
[11]. In educational systems such as Atlas-Andes [37], the system points out
di�erences between similar objects (e.g., speed vs. velocity) in terms of what
they are and how they are calculated. Human tutors help students generalize
when there are several similar cases [11]. For example, they suggest or point
out the need to formulate a rule for similar cases by asking how the values of
certain factors are related to the values of the dependent variables. Educa-
tional systems, such as Atlas [40], encourage students to abstract plans from
the details to see the basic approach behind problem solving. Finally, cogni-
tive dissonance theory [15] points out that people tend to seek consistency
among their cognitions (i.e., beliefs, opinions). When there is an inconsis-
tency (dissonance), something must change to eliminate the dissonance.

Acquisition systems should follow this principle and assist users to: 1) learn
new concepts from analogous concepts that already exist, 2) generalize de�-
nitions if similar things exist (and there could be plausible generalizations),
and 3) make all new de�nitions consistent with existing knowledge.

{ Immediate feedback

Many educational systems provide immediate feedback on the quality of
student's responses [5, 2]. The studies of feedback in a variety of instructional
context �nd that immediate feedback is much more e�ective than feedback
received after a delay [27]. Similarly, in the tutorial dialog study by Fox
[17], tutors show immediate recognition of every step the student makes
and their silence tends to presage the student's confusion. It is reported



that in providing feedback, human tutors are more 
exible than educational
software, using high bandwidth communication to guide the students [33].

Based on this principle, we can make acquisition tools more actively involved
in providing and obtaining feedback. For example, in addition to reporting
how newly entered knowledge was understood and what errors were found,
tools can ask for feedback on how results or answers being generated match
the user's expectation.

{ Generate educated guesses

Some educational systems invite guesses on questions either in the process of
letting the student discover the answers [36] or in the process of assessing the
student's knowledge[1]. Likewise, in the studies of human tutoring, student
often display their understanding by �nishing the tutor's utterance and the
tutor �nds out what students understood by inviting their guesses (utterance
completion strategy) [17].

We can extend the existing capabilities of acquisition tools to provide edu-
cated guesses on how to �x problems based on their context. For example
if there are salient features such as an action that can �x two errors at the
same time, maybe it should be suggested as a most promising next step. If
the guesses were wrong, it may be an indication of further missing knowledge
and the system can show its surprise to the user and ask for further help.

{ Keep on track

If the student gives an incorrect answer, the tutor must immediately get the
student back on track [8]. Some systems also detect change of directions [42]
or check if the questions are irrelevant to the case at hand [9].

Novice users of interactive acquisition interfaces often have diÆculty in un-
derstanding if they are on the right track and if they are making progress
[24]. We believe that acquisition interfaces should keep track of informa-
tion regarding the progress made throughout the session and the tasks that
remain to be addressed in the dialogue.

{ Indicate lack of understanding

Studies in human tutoring show cases where students themselves indicate
lack of understanding of introduced terms [17], but tutors also point out the
speci�c aspects that need to be understood by the student.[11].

Some acquisition tools indicate to the user what is missing in the knowledge
base [24] and users often use it to decide what to do next. Diagnosis questions
should be useful to detect misunderstandings and missing knowledge.

{ Detect and �x \buggy" knowledge

Many educational systems have a tutoring goal of diagnosing the student's
"bugs" [43, 39, 6] and question answering is often used in checking student's
knowledge. However, simply telling that an error has occurred is much less
useful than reminding the student of the current goal or pointing out a
feature of the error [32]. If there are insuÆcient or unnecessary factors in a
student's answers, experienced tutors pick counter examples to highlight the



problem [11]. In the process of checking, when the tutor does not understand
the answer, sometimes the student is asked to rephrase the answer [8].

Most acquisition systems have a way of detecting errors and gaps in the
knowledge base. However, as in the case of educational systems, instead of
simply telling the errors found it is more useful to show the explanation of
how and where the errors were found.

{ Learn deep models

The tutor and the student should focus on deep conceptual models and
explanations rather than super�cial ones [40]. Students should not only be
expected to give the right answer but to do so for the right reasons. For
example, when the student's answer is right, educational systems ask how the
correct answer is generated [1, 40]. In some cases, to be able to ensure that the
student understood the explanation educational systems use a set of check
questions [37]. Studies of human tutoring show that students themselves
occasionally try to check the reasoning behind the answers provided [17].

Current acquisition tools do not have a good basis to evaluate or pursue
depth in their knowledge base, though this is a long recognized shortcoming.
One thing acquisition tools can do is to provide a way of enforcing users to
check how the answers were generated and see if the system provides the
right answer for the right reasons.

{ Learn domain language

Another interesting aspect of a lesson is learning to describe the new knowl-
edge in terms that are appropriate in the domain at hand. Educators want
to ensure that the students learn to talk science as a part of understanding
of the science [40]. Teaching is more diÆcult when the student organizes and
talks about knowledge in a di�erent way than the tutor does [43].

Acquiring domain language has not been a focus of knowledge base develop-
ment in general. If an acquisition tool has a notion of checking the terms the
users bring up in the process of entering knowledge, they can be highlighted
to draw the user's attention.

{ Keep track of correct answers

Instructional systems keep track of the questions that the student is able to
answer correctly as well as those answered incorrectly, which drives further
interactions with the student. Some systems try more speci�c or simpler
version of questions to keep better track of progress. [37].

Some acquisition tools keep track of whether some set of test cases are an-
swered correctly. However, they can be more actively used in guiding the
acquisition dialog in terms of helping the user understand the current status
of the knowledge base. For example, the acquisition tool can volunteer its
own assessment of the kinds of questions that can be answered.

{ Prioritize learning tasks



To handle multiple tasks and sub-tasks to be done, educational systems use
priority rules. For example, systems can focus on errors before omissions and
shorter �xes before longer �xes, prior steps before later steps, etc [11].

Similarly, some acquisition systems use a priority scheme to organize errors
based on their type and the amount of help the system can provide.

{ Limit the nesting of the lesson

It appears that it is useful to limit the nesting of lessons to a handful [40],
which seems it would help our acquisition tools keep track of what is going
on as much as it helps a human student.

{ Summarize back to teacher what was learned

Many educational systems summarize the highlights at the end of the les-
son [43, 30]. For example, EXCHECK prints out review of the proof for the
student to give a clear picture of what has been done [30]. In some systems,
when the tutor has given several hints, a summary may be given to ensure
that the student has correct information just in case the student gave right
answer by following hints without understanding the procedures [42].

Acquisition tools do not actively provide a summary unless the user explicitly
queries the knowledge base. Providing a summary of what has been learned
in terms of the purpose of the lesson will be very useful for the user.

{ Assess learned knowledge

In their dialogs with human tutors, students often indicate how well they
understand the topic as well as what has been learned [17]. Also some ed-
ucational systems have a way of isolating the weaknesses in the student's
knowledge and propose further lessons on those areas [7].

Only some acquisition tools perform this kind of assessment. We believe
that volunteering the assessment of how well the system understands certain
topics will be very useful for the users.

4 Using Principles in Knowledge Acquisition

Based on our observations of teaching and learning principles described in the
previous section, we are developing a system called SLICK2. The principles are
used to steer the dialog with the user, and result in a more goal-oriented behavior
that makes the system a more proactive learner.

We have designed SLICK as a front-end dialogue tool that can be layered
over the functionality of existing acquisition interfaces. We are exploring the use
of SLICK with SHAKEN [10], a tool that allows end users to specify process
models in terms of their substeps and the objects involved, uses graphical input,
and allows users to test the process model by asking questions and running a
simulation. We are also using SLICK as a front-end dialogue tool for EXPECT
[4], a tool that allows users to specify problem solving in terms of methods and

2 Skills for Learning to Interactively Capture Knowledge



submethods, uses a structured editor for input, and allows users to pose both
parameterized and instantiated problems for testing. In each case, the general
learning principles described in this paper are operationalized by taking into
account the features of the speci�c acquisition interface, in terms of the kinds
of target knowledge they capture, the input modality o�ered to the user, and
the testing and error checking strategies used. For example, the topic of the
lesson in SHAKEN is a top-level process description and a set of objects that
are involved in that process, while in EXPECT the topic of the lesson is given
by a set of top-level problem solving goals. SLICK analyzes whether new terms
introduced by the user relate to the topic of the lesson, checking this in SHAKEN
by querying their appearance in the current expanded process description details
and in EXPECT by checking their use in problem solving trees. We are also
investigating how to include in SLICK useful dialogue management and user
interaction techniques, as well as self-awareness capabilities that would enable
it to assess the system's competence and con�dence on the lesson topics as the
dialogue with the user progresses.

5 Conclusion and Future Work

We have presented an analysis of instructional systems in terms of tutoring
and learning principles and described how they could be useful in the context
of interactive acquisition tools. We believe that they will play a central role
in making acquisition tools proactive learners. We have started to incorporate
these principles in our work and we are planning to perform user studies to
collect feedback on the e�ectiveness of this addition.
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